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Machine Learning is Hot
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Letõs compare search terms on a leading recruitment site
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How did we get here?
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Timeline of Statistics and Machine Learning

Å17th Century

ïDevelopment of probability theory (Cardano, Pascal, Fermat)

ïJohn Gaunt - Natural and Political Observations upon the Bills of Mortality(1663)

Å18th Century ςIntroduction of Bayes theorem

ÅLate 19th and early 20th Century

ïIntroduction of standard deviation, correlation, linear regression (Galton, K. Pearson)

ïNull Hypothesis, Variance (Fisher)

ïType II Error, Statistical Power, Confidence Intervals (E. Pearson, Neyman)

!ƭƭ ƻŦ ǘƘŜǎŜ ΨǘƻƻƭǎΩ ǇǊŜ-date modern computing by utilising distributional approaches
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Timeline of Statistics and Machine Learning

Å1951 ςFirst neural network (Minsky & Edmonds) ςthe SNARC

Å1957ςInvention of the Perceptron  (Rosenblatt)

Å1967 ςIntroduction of Nearest Neighbour algorithm

Å1970 ςIntroduction of Backpropagation (Linnainmaa)

Å1975ςDecision Tree algorithm (Quinlan) ςID3

Å1989- Convolutional neural network used to read digits (LeCun)

Å1992ςModern Support Vector Machines developed (Boser, Guyon & Vapnik)

Å1995ςRandom Forest method proposed (Ho)

Å2003ςAdaptive Boosting (AdaBoost) wins GodelPrize (Freund, Schapire)

Å2011ςAlexnetDeep Learning network (Krizhevsky, Sutskever, Hinton)

Å2016- Google'sAlphaGoprogram beats professional human player



11

The New Terms on the Block
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�³�0�\ CPU is a neural -net processor; a learning computer.
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